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课程提纲

单模态表示

视觉模态

文本模态

动作模态

三维点云

基本概念

神经网络及其优化

经典多模态机器学习

多模态表示

多模态对齐

多模态推理

多模态生成

多模态迁移

通用多模态机器学习

通用多模态（大）模型

多模态预训练

多模态典型应用



内容提纲

① Cross-modal interactions

② Additive and multiplicative fusion

③ Gated fusion
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Task 1: Representation (表示)



Task 1: Representation (表示)



Cross-modal Interactions



Cross-modal Interactions



Cross-modal Interactions



Taxonomy of Interaction Responses: A Behavioral Science View



Cross-modal Interactions



内容提纲

① Cross-modal interactions

② Additive and multiplicative fusion

③ Gated fusion



Sub-Challenge 1a: Representation Fusion



Fusion with Unimodal Encoders



Early and Late Fusion – A historical View



Basic Concepts for Representation Fusion (aka, Basic Fusion)



Linear Regression



Linear Regression



Confidence Interval



Linear Regression



Linear Regression



Basic Concepts for Representation Fusion (aka, Basic Fusion)



Additive Fusion

𝑾1 𝑾2



Multiplicative Fusion

𝒛 = 𝒙𝐴⊙𝒙𝐵            

𝒁 = 𝒙𝐴
⊤𝒙𝐵

Jayakumar et al., Multiplicative Interactions and Where to Find Them, ICLR 2020

vec(𝒁) = 𝒙𝐴⊗𝒙𝐵



Kronecker product

Jayakumar et al., Multiplicative Interactions and Where to Find Them, ICLR 2020

If 𝑨 ∈ ℝ𝑚×𝑛, 𝑩 ∈ ℝ𝑝×𝑞, then the Kronecker product 𝑨⊗𝑩 ∈ ℝ𝑝𝑚×𝑞𝑛:



Multiplicative Fusion

𝒁 = 𝒙𝐴 1
⊤ 𝒙𝐵 1

Zadeh et al., Tensor Fusion Network for Multimodal Sentiment Analysis, EMNLP 2017



Low-rank Fusion

Liu et al., Efficient Low-rank Multimodal Fusion with Modality-Specific Factors, ACL 2018

⊗



Low-rank Fusion

Liu et al., Efficient Low-rank Multimodal Fusion with Modality-Specific Factors, ACL 2018

vec 𝒁 ⋅ vec 𝑾

= (𝒛𝒗⊗𝒛𝒍) ⋅ (෍
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𝑘 )

= ෍
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𝒛𝒗 ⋅ 𝒘𝑣
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Low-rank Fusion with Trimodal Input

Liu et al., Efficient Low-rank Multimodal Fusion with Modality-Specific Factors, ACL 2018

⊙



Going Beyond Additive and Multiplicative Fusion



Gated Fusion

Arevalo et al., Gated Multimodal Units for information fusion, ICLR-workshop 2017



Gating Module (aka, attention module)

Chen et al., Multimodal Sentiment Analysis with Word-level Fusion and Reinforcement Learning, ICMI 2017



Task 1: Representation (表示)



Sub-Challenge 1b: Representation Coordination



Coordination Function



Coordination Function



Kernel Function

𝐾 𝒙𝑖, 𝒙𝑗 = exp −
1

2𝜎2
𝒙𝑖 − 𝒙𝑗

2



Coordination Function



Retrospect: Principal Component Analysis (PCA)

argmax 𝒖⊤𝑿 2

s. t. 𝒖⊤𝒖 = 1



Correlation



Correlation

https://chatgpt.com/ 

https://chatgpt.com/


Correlated Projection

argmax
𝒖⊤𝚺𝑿𝒀𝒗

𝒖⊤𝚺𝑿𝑿𝒖 𝒗⊤𝚺𝒀𝒀𝒗



Correlated Projection

𝒖1, 𝒗1 = argmax
𝒖⊤𝚺𝑿𝒀𝒗

𝒖⊤𝚺𝑿𝑿𝒖 𝒗⊤𝚺𝒀𝒀𝒗

The first pair of canonical variables:

𝒖1
⊤𝚺𝑿𝑿𝒖1 = 𝒗1

⊤𝚺𝒀𝒀𝒗1 = 𝟏



Correlated Projection

The 𝒌-th pair of canonical variables:

𝒖⊤𝚺𝑿𝑿𝒖𝑗 = 𝒗⊤𝚺𝒀𝒀𝒗𝑗 = 𝟎, ∀𝑗 = 1,⋯ , 𝑘 − 1

𝒖𝑘 , 𝒗𝑘 = argmax
𝒖⊤𝚺𝑿𝒀𝒗

𝒖⊤𝚺𝑿𝑿𝒖 𝒗⊤𝚺𝒀𝒀𝒗

https://en.wikipedia.org/wiki/Canonical_correlation 

https://en.wikipedia.org/wiki/Canonical_correlation


Deep Canonically Correlated Autoencoders (DCCAE)

Wang et al., On deep multi-view representation learning, PMLR 2015



Gated Coordination



Coordination with Contrastive Learning



Example – CLIP (Contrastive Language–Image Pre-training)

Learning Transferable Visual Models From Natural Language Supervision, ICML 2021 （Citations： 9211-> 22407 ）

Zero-Shot Image Classification



Example – CLIP (Contrastive Language–Image Pre-training)

Pretrained Dataset (not open-sourved by openAI)

we constructed a new dataset of 400 million (image, text) pairs collected form a variety 

of publicly available sources on the Internet. To attempt to cover as broad a set of visual 

concepts as possible, we search for (image, text) pairs as part of the construction process 

whose text includes one of a set of 500,000 queries. We approximately class balance the 

results by including up to 20,000 (image, text) pairs per query. The resulting dataset has a 

similar total word count as the WebText dataset used to train GPT-2. We refer to this 

dataset as WIT for WebImageText.

Learning Transferable Visual Models From Natural Language Supervision, ICML 2021 （Citations： 9211-> 22407 ）



Example – CLIP (Contrastive Language–Image Pre-training)

Encoders

Learning Transferable Visual Models From Natural Language Supervision, ICML 2021 （Citations： 9211-> 22407 ）



Example – CLIP (Contrastive Language–Image Pre-training)

Symmetric InfoNCE (Noise Contrastive 

Estimation) loss

ℒimage = −
1

𝑁
෍

𝑖=1

𝑁

log
sim (𝒛𝑖,image, 𝒛𝑖,text)

σ𝑗=1
𝑁 sim (𝒛𝑖,image, 𝒛𝒋,text)

ℒtext = −
1

𝑁
෍

𝑖=1

𝑁

log
sim (𝒛𝑖,image, 𝒛𝑖,text)

σ𝑗=1
𝑁 sim (𝒛𝒋,image, 𝒛𝑖,text)

ℒ =
1

2
ℒimage + ℒtext

Negative pairs

Positive pair

Learning Transferable Visual Models From Natural Language Supervision, ICML 2021 （Citations： 9211-> 22407 ）



Example – CLIP (Contrastive Language–Image Pre-training)

Learning Transferable Visual Models From Natural Language Supervision, ICML 2021 （Citations： 9211-> 22407 ）



Homogeneous Coordination with Channel Exchanging

𝛾2

𝛾1 1
1

Channel

Height

Width

Parameter-free, Self-adaptive

Homogeneous Multimodal Learning: The modalities to fuse are of the 

same shape; there is certain correspondence between their each element

Deep Multimodal Fusion by Channel Exchanging, NeurIPS 2020.



Task 1: Representation (表示)



Sub-Challenge 1c: Representation Fission



Modality-Level Fission



Modality-Level Fission



A Discriminative Approach – Factorized Multimodal Representations



A Generative-Discriminative Approach

Tsai et al., Learning Factorized Multimodal Representations, ICLR 2019



Modality-Level Fission –Information Theory



Information and Entropy – Information Theory

Shannon, A Mathematical Theory of Communication, 1948



Information and Entropy – Information Theory

Shannon, A Mathematical Theory of Communication, 1948

Information entropy (in bits) is the log-base-2 of the number of possible outcomes. With 

two coins there are four outcomes HH-HT-TH-TT, and the entropy is two bits.



Information and Entropy – Information Theory

Shannon, A Mathematical Theory of Communication, 1948



Information and Entropy



Entropy with Two Modalities



Entropy with Two Modalities



Entropy with Two Modalities



Link with Self-Supervised Learning

Tsai et al., Self-Supervised Learning from a Multi-View Perspective, ICLR 2021



Some facts about information theory

2. Subadditivity:

𝐻 𝑋, 𝑌 = 𝐻 𝑋|𝑌 + 𝐻 𝑌 = 𝐻 𝑌 𝑋 +𝐻(𝑋)

3. The entropy or the amount of information revealed by evaluating 

X and Y simultaneously is equal to: first evaluating the value of Y, 

then revealing the value of X given that you know the value of Y.

𝐻 𝑋 +𝐻 𝑌 = 𝐻 𝑋, 𝑌 + 𝐼 𝑋; 𝑌 ≥ 𝐻 𝑋, 𝑌

𝐻 𝑋 = 𝐻 𝑋 𝑌 + 𝐼(𝑋; 𝑌) ≥ 𝐻(𝑋|𝑌)

1. Properties of mutual information:

𝐼 𝑋; 𝑌 ≥ 0, 𝐼 𝑋; 𝑌 = 𝐼 𝑌; 𝑋

But, do we have 𝐻 𝑋 𝑌 ≥ 0 ? ? ?

https://en.wikipedia.org/wiki/Conditional_entropy 

https://en.wikipedia.org/wiki/Conditional_entropy


Fine-Grained Fission



Fine-Grained Fission – A Clustering Approach

Hu et al., Deep Multimodal Clustering for Unsupervised Audiovisual Learning, CVPR 2019



Fine-Grained Fission – A Clustering Approach

Hu et al., Deep Multimodal Clustering for Unsupervised Audiovisual Learning, CVPR 2019



Task 1: Representation (表示)
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